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Abstract:
Text Summarization plays a significant role in natural language processing, especially in scientific communities like researchers, students, and so on. 
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1. Introduction
In this study, we investigated two major things which necessary to create an online platform that returns relevant scientific articles with a summary, and evaluated which is a better algorithm based on the content size. 

2. Literature Review
In the sense of abstractive text summarization, Wei Li et al., [8] proposed an approach to extend the basic neural encoding-decoding framework with an information selection layer. Liwei Hou et al. introduced an approach to Chinese words using Neural Model with Joint Attention [9] to address the problem of the attention encoder-decoder models that has shortcomings to generate repeated words or phrases. 

3. Methodology
3.1. Dataset
We have used two datasets, where one was generated by the SumPubMed dataset [3] and the second one was a manually generated dataset. 
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	ROUGE-1
	ROUGE-2
	ROUGE-L

	RECALL
	0.600848
	0.271301
	0.537622

	PRECISION
	0.223274
	0.076683
	0.199196

	F-MEASURE
	0.319437
	0.116757
	0.285262


5. Conclusion
In this study, we tried two things, which are finding a better algorithm for generating summaries and checking whether the increment of content size can give better results. 
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